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#### Abstract

The issue of whether formal reasoning or a computing-intensive approach is the most efficient manner to address scientific questions is the subject of some considerable debate and pertains not only to the nature of the phenomena and processes investigated by scientists, but also the nature of the equation and algorithm objects they use. Although algorithms and equations both rely on a common background of mathematical language and logic, they nevertheless possess some critical differences. They do not refer to the same level of symbolization, as equations are based on integrated concepts in a denotational manner, while algorithms specifically break down a complex problem into more elementary operations, in an operational manner. They may therefore be considered as suited to the representation of different phenomena. Specifically, algorithms are by nature sufficient to represent weak emergent phenomena, but not strong emergent patterns, while equations can do both. Finally, the choice between equations and algorithms are by nature sufficient to represent weak emergent phenomena, but not strong emergent patterns, while equations behave conversely. We propose a simplified classification of scientific issues for which both equation- and/or algorithm-based approaches can be envisaged, and discuss their respective pros and cons. We further discuss the complementary and sometimes conflicting uses of equations and algorithms in a context of ecological theory of metapopulation dynamics. We finally propose both conceptual and practical guidelines for choosing between the alternative approaches.


[^0]Keywords Emergence • Ecology • Metapopulation • Modeling • Semantics • Spatial dynamics • Theory

## 1 Introduction

Powerful computers have changed the way we address mathematical issues, and to some extent tool-centred approaches have come to compete with formal mathematics. Wolfram (2002) has claimed that an approach based on algorithms and intensive computing is more efficient for scientific demonstration, while other mathematicians emphasize the "unreasonable effectiveness" of a formal mathematical representation (e.g. Wigner 1982). Our basic purpose here is to investigate whether, in practice, equations and algorithms are redundant or complementary tools, and in what situations one approach might outperform the other. Whether one or the other is able to characterize a "true" reality or instead a derived, subjective perception, is outside the scope of the present study, and for the purposes of the present we assume that equations and algorithms do not differ in terms of realism.

Although algorithms appeared well before computers, the recent advent of computer-based approaches has led to the nature of algorithms being confused with computer functioning (Cormen et al. 2001). However, designing and executing algorithms does not necessarily require a computer, and the differences between algorithms and equations go further than opposition between qualitative and quantitative models. An algorithm can be qualitative when formally describing, for instance, how to obtain an output from a given input, but may also be quantitative, for instance, when working with numeric values. Likewise, equations can be qualitativewhen giving an overall expression of the relationships between variables-as well as quantitative, when dealing with numeric values. Differences between continuous and discrete representations are likewise not relevant as both equations and algorithms may address continuous as well as discrete case studies. Finally, algorithms used to solve equations (Buchberger 1976) are outside the scope of our comparison as we consider the differences between the two approaches when addressing the same scientific problem, not when combining them for the sake of computation.

Although previous studies in the philosophy of mathematics (Shapiro 1997) and of computer science (Turner and Eden 2007; Humphreys 2004) have explored the formal and logical nature of these mathematical objects, there is still a striking need to discuss the practical differences between using equations and/or algorithms, especially in biology and ecology (Berec 2002; Bolker and Pacala 1997; Law et al. 2003; Faugeras and Maury 2007). On the one hand, we have investigated the nature of the two approaches in the light of formal semantics (Plotkin 2004; Schmidt 1986) while, on the other, we have discussed the nature of the phenomena they may represent in the light of theories about emergence (Bedau 2008; Huneman 2008). Based on this framework, we propose here a typology of scientific questions that equation- and/or algorithm-based approaches can address. More specifically, we investigate in detail how the two approaches have been used to address metapopulation dynamics in ecology. And finally, we provide an overview and some practical recommendations.

## 2 Theoretical Context and Practical Issues

### 2.1 Definitions

Creating a formal representation of a real system is the basis of any scientific approach, and means using a set of symbols and descriptors, mathematical or otherwise, of the "real" properties and processes. These properties are modelled using mathematical tools such as equations and algorithms. Let us consider a set of objects that are comparable, e.g. numerical quantities, topological or algebraic objects. An equation is a logical, binary relation between such objects and is not restricted to equalities (Aubin 1997, and references therein) as it can also represent inequalities, inclusions, exclusions etc., in the context of ordered sets (Burris and Sankappanavar 1981). On the other hand, an algorithm differs from specifically deriving an output $(O)$ from an input ( $I$ ) using a composition function F of elementary operations (Cormen et al. 2001).

Algorithmic theories address computational issues for which they are abstract machines such as Turing machine, recursive functions or Lambda calculus. According to the pioneering work conducted by A. Turing and A. Church, all realistic models of computation are equivalent, i.e. they are included in a general framework of computable functions (Church 1941; Turing 1936). Algorithms are said to be recursive when composed of elementary operations applied iteratively up to a conditional stop. Defining an algorithm requires first proving its existence, then formalizing its structure and, finally, writing a corresponding program to compute it. But programming is not always possible, even when the algorithm can be formalized, and to this extent this shows that algorithms are not reducible to computer programs.

On the other hand, both equations and algorithms relate quantities through logical operations or instructions and thus refer to some common mathematical background. They make use of the same relational operators and ordering operations (e.g. parentheses, to be computed first) or directional instructions (e.g. $a=b$, where parameter $a$ is set to the value of $b$, not the opposite). To this extent, the design of algorithms and equations relates to a common conceptual background, by first translating the question of interest into abstract concepts, building the model that relates these concepts, optionally demonstrating that it has been correctly handled, and finally solving it in different situations.

### 2.2 Fundamental Differences

Comparing algorithm- and equation-based approaches echoes a central issue of semantics regarding the mathematical nature of computational approaches (Hoare 1999). Denotational semantics describe real objects using integrated mathematical objects that in the main closely represent these objects and their properties (Schmidt 1986), while operational semantics refers to the manner in which objects are characterized through more elementary operations and specifications, as handled by an abstract machine (Plotkin 2004). Algorithms and equations thereby differ in their operational versus denotational nature, respectively, as algorithms rely on abstract machines and a composition of elementary operations, while equations summarize
the properties of the studied system using logical relations that do not fall into more elementary elements. In practice, and especially in applied fields of mathematical biology and ecology, equations and algorithms do not refer to the same level of integration.

In addition, algorithms and equations can be used to investigate objects of different natures. The notion of emergence describes how patterns arise from a multiplicity of interactions in complex systems and in such a manner that it may be difficult if not impossible to obtain a result from the elementary events. "Weak emergence" occurs when it is impossible to represent a pattern otherwise than by applying the elementary operations in an iterative manner (Huneman 2008) as, for instance, by analyzing interacting and synergetic effects at lower levels of organization. Weak emergence, by its nature, can be addressed using reductionist approaches and operational approaches such as algorithms. Furthermore, no equation is able to express the algorithm's end state from the input, in weak emergent patterns (incompressibility criterion-Huneman and Humphreys 2008). Weak emergence should show physical monism, systemic (or collective) properties and synchronic determination (Boogerd et al. 2005; Broad 1925; Stephan 1999). "Strong emergence", on the other hand, represents properties that are irreducible to the interplay of constitutive parts and events (Bedau 2008). This is a less clearly defined and more debated concept which can include synchronic and irreducible, or diachronic and unpredictable, patterns (Boogerd et al. 2005; Broad 1919; Stephan 1999). Because of its irreducible nature, strong emergence cannot be correctly addressed using algorithms, while the use of equations in a denotational approach can be envisaged. An example here is the equation-based treatment of macroscopic properties in physics, for instance in thermodynamics.

## 3 Typology of Scientific Questions

Based on this fundamental difference, we propose that scientific topics can be placed into four categories according to whether equation- or algorithm-based approaches are more appropriate (Fig. 1).

1. Both equations and algorithms are appropriate: algorithm compressibility (Fig. 1, Case 1). Fibonacci (in 1202) modelled the reproduction rate of rabbits,

Fig. 1 Relationships between scientific questions and solving formalisms divide questions into four classes, called cases 1, 2, 3 and 4

Scientific questions

without predators, and defined the well-known Fibonacci series where each new element is the sum of the two previous elements (e.g. $f_{1-13 \ldots}=$ $(1,1,2,3,5,8,13,21,34,55,89,144 \ldots)$. Obtaining the $n$th value in the Fibonacci series is straightforward using the following algorithm, with initial values $a=1 ; b=1 ; i=1$, and the recursion rule while $(i<\mathrm{n}), \operatorname{do}\{\mathrm{c}=a+b$; $a=b ; b=c ; i=i+1 ;\}$, and finally return $c$. The $n$th value in the Fibonacci series $\left(f_{n}\right)$ may also be obtained using mathematical reasoning, i.e. by calculating the roots $\varphi_{1}=\frac{1+\sqrt{5}}{2}=1.61803$ and $\varphi_{2}=\frac{1-\sqrt{5}}{2}$ of the polynomial expression $x^{2}-x-1$ to provide the $n$th value $f_{n}=\frac{\left(\varphi_{1}^{n}-\varphi_{2}^{n}\right)}{\sqrt{5}}$. In this case, the algorithm is said to be compressible (Huneman and Humphreys 2008), as an equation is able to provide a shortcut to the result.
2. Neither equations nor algorithms can be used (Fig. 1, Case 2). Gödel's incompleteness theorem, on which Turing's computation theory relies, states that some scientific questions, even though embedded in a consistent mathematical framework, cannot be addressed using either equations or algorithms (Case 2). Gödel (1931) showed that any given branch of mathematics contains proposals whose validity cannot be proven using the rules and axioms of that particular mathematical branch. This implies that logical systems of any complexity are, by definition, incomplete and include more true statements than can possibly be proven based on the related set of rules.
3. No algorithm can solve a problem for which an equation is efficient: irreducibility (Fig. 1, Case 3). Because an algorithm relies on a finite set of elementary operations, this precludes any problem requiring an infinite number of operations. For instance, calculating the value of limit $L$ in any geometrical series defined by: $f_{n}=\sum_{k=1}^{n} a^{k-1}$ requires an infinite number of operations to reach the limit value. Hence, algorithms can only provide an approximated value while equations may provide the exact limit, insofar that the series converges (i.e. if $|a|<1$ ). A demonstration of this involves identifying the relation $f_{n}=\frac{1-a^{n}}{1-a}$ since $f_{n+1}=f_{n}+a^{n}=\frac{1-a^{n}}{1-a}+a^{n}=\frac{1-a^{n+1}}{1-a}$. The solution to the problem is then given by the limit equation when natural integer $n$ increases to infinity $\lim _{n \rightarrow \infty}\left(f_{n}\right)=\frac{1}{1-a}$. We expect the descriptions of most strong emergent patterns to fall into this case as the irreducibility of strong emergence (Bedau 2008) precludes the use of any operational approach based on algorithms.
4. No equation can solve a problem for which an algorithm is efficient: algorithm incompressibility (Fig. 1, Case 4). This is illustrated by the recent proof of Kepler's conjecture (four colour theorem), using a computing approach, while equation-based attempts failed for four centuries. In 1611, Kepler hypothesized that close packing (i.e. cubic or hexagonal packing in a closed volume, both of which have maximum densities of $\frac{\pi}{3 \sqrt{2}} \approx 74.048 \%$ ) is the densest possible manner of packing spheres. This assertion is known as Kepler's conjecture. In 1997, Hales showed how Kepler's conjecture might be proved using computer calculations. Hales (2001) subsequently provided the full proof using the theory
of global optimization, linear programming and interval arithmetic. Hales' proof has still been difficult to validate (Szpiro 2003). Therefore, proving Kepler's conjecture illustrates how algorithms may be more helpful than equations (Fig. 1, Case 4). In the case of weak emergent phenomena, algorithms are expected to be able to describe the pattern while equations cannot (Huneman and Humphreys incompressibility criterion, 2008).

If a question is still unanswered, or if a new equation or algorithm is found to address the problem, shifts are possible from one case to another. Conceptions about operational and denotational limits may therefore evolve with scientific progress. For example, although Hales' work is a typical example of algorithm-based computation, an equation-based proof could assign it to Case 1.

## 4 Application in Ecology

The choice between an algorithm- or equation-based approach is often based on practical considerations. In the particular field of ecology, the issue has raised conflicting views, but little philosophical investigation can been conducted into the dichotomy of the two approaches, in contrast with physics and social sciences (Epstein 1999). In addition, an ecological application is of particular interest as an example of how viewpoints may evolve in a relatively young scientific field.

Metapopulation theory investigates the dynamics of populations in a network of scattered, suitable sites, as based on colonization and extinction events. The premise is that every local population is doomed to extinction, even though as a body it is well adapted to local physical and competition constraints, because of random variations in the number of individuals. Many sources of random variation may be cited: fertility, climate, predator density, etc. Population extinction is an absorbing state, i.e. a population with zero individuals cannot regain individuals without being rescued by some external input. And if colonizers arrive from nearby populations, colonizing events can counteract local extinction events.

Therefore, a network of populations, also called a metapopulation, may persist far longer than any single isolated population, and that is why metapopulation theory is of considerable interest in ecology (Hanski 1998; Hanski and Gilpin 1997). The theory considers two main related issues. First, what amount of available suitable space, or habitat, is a species able to occupy at a given time? Second, what connectivity between suitable patches is necessary to allow a species to survive as a metapopulation? This concerns the ability of a species to spread and persist in the context of spatially fragmented suitable habitats like, for instance, in remnant tropical forests.

### 4.1 Population Density at Equilibrium: a Case 1 Issue

Simple equations were initially developed in an attempt to grasp the main features of a metapopulation. The most famous mean-field equation, developed by Levins (1969), accounts for the equilibrium density of populations in a suitable habitat, without any spatial structuring, and may be written as:
$\frac{d p}{d t}=c p(1-p)-e p$, where $p$ is the proportion of populations in the available network of suitable sites, $c$ is the migration (colonization) rate, and $e$ is the rate at which local populations become extinct. This is also the master equation for the dynamics of the average local probability of occupancy. As a Markov process, the state of the system at a given time depends on the state of the system a short time before. The equation then represents the balance between colonization and extinction events over a very short time period. The related equilibrium equation $c p *(1-p *)-e p *=0$ gives the deterministic equilibrium density: $p *=1-\frac{e}{c}$, and the metapopulation can persist if and only if $\frac{e}{c}<1$. This equation-based approach is useful for understanding the overall behavior of a metapopulation and for characterizing its critical behavior as it will switch from stable persistence when $\frac{e}{c}<1$ to extinction when $\frac{e}{c}>1$. This is comparable to a phase transition in physics.

An alternative approach is to simulate the random colonization and extinction events at local sites over space and time using the so-called cellular automata algorithm (Bascompte and Sole 1996). Input $I$ is the state of population occupancy in a matrix of suitable cells at time 0 , and output $O$ is the state of population occupancy during the stationary state. The recursive specification of the algorithm, F , includes stochastic treatment of extinction and colonisation events at each time step, using random draws. By contrast, the equation-based approach, described above, bypasses the representation of elementary time steps by assuming that colonization and extinction events are overall in balance, and by focusing on a deterministic prediction of the quasi-stationary population density. If simulated over sufficient time and in a sufficiently large area, the algorithm-based approach will also, in terms of statistical expectation, show that population density is stable (Keeling 2002). Therefore, as the algorithm used to predict population density is compressible to the prediction of the mean-field equation, this is a Case 1 situation.

### 4.2 Spatial and Temporal Structuring: a Case 4 Issue

Later models investigated the effect of habitat scarcity by including a constant density parameter, $h$ (Lande 1987), such that the equilibrium density becomes, $p *=h-\frac{e}{c}$ again as a Case 1 issue. This is also a phase-transition model, related here to the density of available habitat, and the transition threshold becomes $h=\frac{e}{c}$. Specifically, a small change in habitat structure can cause large-scale extinction of the metapopulation, a phenomenon of considerable concern to ecologists (Bascompte 2003; Ovaskainen et al. 2002; With and King 1999). But more recent investigations highlighted that the topology of suitable patches is also critical for metapopulation persistence, as isolated parts of the habitat may be barely or not at all colonized, and the distribution of the populations is then very heterogeneous in space and time (Fig. 2). This property also pertains to the non-linear nature of the dynamics, and gives rise to self-organized patterns (Vuorinen et al. 2004). When the system is close to the phase-transition threshold, this spatial and temporal structuring becomes very large-scale, and the metapopulation must be followed over a very long period and/or over a very large area if the true stationary features are to be grasped.

Fig. 2 Famous example of the metapopulation system involving the Glanville fritillary butterfly in the Aland Islands (Finland). Small open circles indicate suitable but unoccupied meadows (habitat), while black circles and large symbols indicate meadows in which Glanville fritillary larvae were present in autumn 1995. Of the 42 local populations sampled, 35 survived to autumn 1996 (large circles) and seven became extinct (triangles). From Saccheri et al. (1998)


Classical equation-based approach, using either the above-mentioned Levins model or local equations describing colonization-extinction equilibria (Hanski 1997; Gosselin 1999), does not allow such phenomenon to be taken into account and hence is not well suited to predicting the fate of real-world metapopulations in spatially-structured habitats (Solé et al. 1999). This is basically because metapopulation dynamics over networks of suitable sites show a scale-free behaviour (Vuorinen et al. 2004), and scale-dependent equilibrium equations may be dramatically violated in such a context. Therefore, neither discrete nor any continuous treatment of spatial and temporal dynamics can be summarized as formal equalities and relationships, as required for the development of equations (see above). Conversely, a simulation algorithm is able to feature metapopulation dynamics in space and time without any constraints for the nature of equilibrium and colonization-extinction behaviours, such that it can show transient and scalefree correlation properties. This can therefore be used, with appropriate parameterization, to simulate many rounds of metapopulation dynamics in varying habitat landscapes, with varying colonization and extinction dynamics, and to analyze overall behaviour using, for instance, spatial statistics (Munoz et al. 2007).

Such an experimental system (Peck 2004) provides insights of general interest into spatial and temporal structures (Bascompte and Sole 1996). In this regard, metapopulation structure is weakly emergent for it can be predicted by an algorithm but not by an equation (incompressibility). This is a typical Case 4 situation. Furthermore, this algorithm-based analysis can be used to generate empirical laws which can help improve equation-based approaches (Bascompte 2001). More generally, the emergent patterns that stem from observations, when correctly measured, can become general rules. Mixed usage of equations and algorithms can then support theoretical ideas and help reach as general as possible conclusions in a
context of strong emergence or unsolved weak emergence. The role of these empirical laws must be related to the difference between computational templates arising from theory and from the observation of very rough regularities, such as the simulations of traffic congestion (Humphreys 2004).

## 5 Discussion

Equation- and algorithm-based approaches rely on a common mathematical framework, but algorithms specifically relate an output object $O$ to some input elements $I$ through a composition of instructions, while equations are based on a single relationship between two mathematical objects. Basically, algorithms are embedded in abstract machine formalism that deals with an overall relationship between output and input through a sequence of oriented operations (operational semantics, Plotkin 2004). On the other hand, equations are used to represent concepts and laws that rely on an integrated level of symbolization (denotational semantics, Schmidt 1986). The denotation-operation duality here represents two different ways of handling the same problem, i.e. either by relating basic processes to higher-level processes, or by directly translating these higher-level properties and concepts into equations.

Based on this conceptual background, an algorithm- or an equation-based approach may be preferred depending on the nature of the phenomena investigated. We have put forward a 4-case categorization of situations where one or both approaches may be used. We have related this categorization to the compressibility and the irreducibility of the patterns and processes under study. If both an algorithm and an equation can be used, the algorithm is said to be compressible (Case 1). If only an equation can be used, the property represented is irreducible (Case 3). Equations may be the only means, if any, to deal with strongly emergent patterns (Bedau 2008). Yet strongly emergent patterns concern behaviour that follows an equation but cannot be generated from its basic properties through a simulation process. If an algorithm can be used, but no equivalent equation is available, the algorithm is said to be incompressible (Case 4). This includes weak emergent patterns (Stephan 1999). It has also been suggested that strong and weak emergences are synchronic and diachronic processes, respectively (Humphreys 2008). The diachronic representation may hold using the operational approach through a time series of elementary operations and, therefore, algorithm-based approaches can be used to handle weak emergent properties.

Furthermore, the difference between algorithm- and equation-based approaches goes far beyond the dualism of computer-based and formal methods. Despite the fact that algorithm-based approaches are often associated with digital computers and binary logic, computing machines based on analogical signals (electrical, mechanical, pneumatic or hydraulic modules) were commonly used half a century ago, before digital computing (Dewdney 1985), and could outperform digital systems by implementing operations and symbolization in a more integrated fashion (Levi 2009). Also, building and executing algorithms may remain a purely abstract
process, and the operational nature of algorithms is of more general value than any subsequent computational aspects.

### 5.1 Ecology

Our application to metapopulation theory fell into Case 1 and Case 4 situations depending on which property of the same system was investigated. Predicting population density in a network of suitable sites in equilibrium was a Case 1 issue, but their spatial and temporal structures were weakly emergent and therefore required simulation algorithms (Case 4). Founded on the idea that chance extinction is less likely in a network of populations than in any single isolated population, the equation-based approach considers a large-scale balance in colonization and extinction events to provide the expected equilibrium population density (Hanski and Gilpin 1997; Levins 1969). This proved to be very useful and intuitive (Hanski 1997, 1998), but failed to grasp the local and transitory features pertaining to the non-linear nature of colonization dynamics. That is why metapopulation theory developed into Case 4 situations, and related works have employed algorithm-based approaches.

The mean-field equation of metapopulation dynamics (Levins 1969) assumed that colonization is unlimited in space (equal probability of colonization everywhere), and that extinction probability is constant everywhere. The meanfield assumption is common to other scientific fields, such as physics, but is clearly unrealistic as a direct measure of colonization events whenever local contagion effects are predominant (diffusive processes, such as in reaction-diffusion models). But the mean-field assumption is not a direct measure of colonization, but rather integrates a large number of colonization events averaged over time and space into a more general concept of mean-field colonization incidence. Levins' equation works at large scales by using fairly integrated objects, but it is not well-suited to addressing the multiscale nature of metapopulation dynamics.

On the other hand, the local effects of population dynamics and related emergent patterns are better represented by simulation experiments for a finer representation of colonization is required. Intensively-used simulation algorithms can thereby provide appropriate theoretical experiments to investigate population dynamics (Peck 2004), yield empirical laws and describe patterns (Bascompte 2001; Munoz et al. 2007). Such algorithmic treatments may then give rise to new equations and integrated concepts as a translation from a Case 4 to a Case 1 situation. Here, a theoretical experiment will provide computational templates based on a theory, while real experiments provide computational templates based on observations (Humphreys 2004). This ecological application therefore illustrates how equations, like some more integrated objects, can be more accurate representations of the particular conceptions and preconceptions at the heart of a theory, i.e. in our example the global balance between colonization and extinction events. By using less integrated concepts, algorithms generate integrated objects that are not predicted directly by the theory, and therefore are part of an experimental approach. Finally, the oscillation between Case 1 and Case 4 situations illustrates the necessary transfer from the denotational to the operational approach, and vice versa.

It would therefore be misleading to recommend a defined/fixed approach. Thanks to increasingly powerful computing facilities, the algorithm-based manner of denotation, through theoretical experiments, will probably modify the operational philosophy of algorithms.

### 5.2 Recommendations

Some practical guidelines may be useful in grasping the relevance of using one, the other, or both formalisms when both can be used (Case 1 in Fig. 1):

1. Algorithms are straightforward to use in the sense that less integrated parameters are easier to handle than their more integrated counterparts in equations. In the case of the metapopulation example, the mean-field equation is fairly synthetic and useful, but the mean-field concept of colonization is fairly difficult to handle and properly discuss. The simulation-based counterpart can be used to understand how the local rules of colonization dynamics may affect overall patterns. In the same perspective, turbulent fluids can sometimes be modelled with a few different local fluxes instead of a complicated energy balance equation.
2. Extended computation time, in particular if real-time treatments are needed, may preclude the use of intensive algorithmic treatments or too hard-to-solve equations. This may also have crucial implications on the accuracy and ability to obtain solutions. Some trade-off in terms of realism and generality may be required depending on the accuracy and robustness of the approaches employed (Levins 1966).
3. The nature of random processes cannot be considered in the same manner at different scales and levels of integration in stochastic models. Stochastic equations refer to the deterministic features of probability distributions (i.e. mean, standard deviations, etc.) in a denotational manner, while the operational nature of algorithms allows them to mimic sequences of realizations in random processes, within the limits of our ability to generate random numbers. The resulting features we grasp may critically differ from one approach to the other.
4. The researcher's personal conceptions clearly influence his/her choices, and this depends greatly on cultural and scientific background (Latour 1987; Morin 1982). Specifically, the political, religious and economic context may have a marked impact on the way we solve scientific questions. For instance, the rise of Darwin's model of natural selection in the 19th century may be related to the social and economic upheavals of the industrial revolution.

Algorithms and equations are complementary tools, though they are far from being interchangeable. The philosophical differences between denotational and operational approaches go far beyond using a tool for a specific need, but rather question the emergence and development of scientific theories. The need for generality competes with the need for accuracy, and the need for realism-using less integrated concepts-competes with the need for universality on the basis of more abstract and more integrated concepts (Levins 1966).

We have shown that the balance between algorithm- and equation-based approaches, and the sometimes heated debates that surround them, clearly highlights this intrinsic dualism in scientific research. By providing a straightforward categorization and the discussion of a specific situation in ecology, our investigation bridges the gap between philosophical discussion and practical priorities in a way that may help the reader make a choice based on fresh insight.

Finally, differences between equation- and algorithm-based approaches echo the debate between strong and weak emergences. While weak emergence needs elementary operations to yield emergent properties, strong emergence (if a relevant concept, a point still under debate) seems to be closer to the synchronic and integrated representation of equation-based approaches. This questions the link between operational semantics and weak emergence on the one hand, and between denotational semantics and strong emergence on the other, which is an issue of widespread interest in scientific research.
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